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The purpose of today’s brief is to 
explain how artificial intelligence 
(AI) has accelerated the 
development of defensive cyber 
analyst training. I’ll briefly frame 
the problem, then delve into the 
process, key inputs and outputs at 
each stage, and close with a look 
at the final products of this 
initiative.
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“The Army learning Concept for 2030- 2040 
focuses on individual, tailored, and career-
long learning integrated seamlessly along a 
learning continuum with unit training 
systems and processes to support the 
conduct of multidomain operations.” – 
TRADOC Pamphlet 525-8-2
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review, and publish each cyber analyst 
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slides w/ PE and /or quiz, handout).Review and publish module

Build module training material

Research and build module outline
Days

to
Weeks

Days
to

Weeks

Hours
to

Days

Manual
1 to 2 months to research, outline, 
develop, review, and publish each 

cyber analyst training module (outline, 
slides w/ PE and /or quiz, handout)

Analysis and design of cyber training program Months

Key Data Points & Results
• Started with ~5,000 words in module descriptions (prompts).
• Manual training development:

• 1 to 2 months to research, outline, develop, review, and publish each cyber 
analyst training module.

• Estimated ~1 year to develop entire unit-internal training pipeline.
• AI-enabled training development:

• Optimizing for the wrong constraint led to similar 1 to 2 months to research, 
outline, develop, review, and publish each cyber analyst training module.

• Estimated ~1 year to develop entire unit-internal training pipeline.
• AI-driven training development:

• Training development reduced to minutes.
• LLMs transformed 5,000 word module descriptions into 60,000 words of 

outlines into 284,000 words on 1,600 slides of course material.
• Total cost of project: $34.68

“Future Army forces require the capability to 
rapidly understand, develop, and 
implement training and education changes in 
order to meet shifting operational demands in 
the MDO environment. (paras 3-6.b and 3-
8.b.)” – TRADOC Pamphlet 525-8-2
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Step 1:
Manually create training module 

title and description.

• Individual training module concepts developed based on 
operational experience and prior industry training.

• Not necessarily the answer, but a good start.
• Current concept consists of 54 unique training modules.

Step 2:
Script extracts all module titles and 
descriptions, then prompts GPT 3.5 
to create a module outline based on 

prompt.

• Module titles and brief, one paragraph descriptions provide 
enough context to create a good first draft of a training outline 
using the Large Language Model (LLM) GPT 3.5.

Step 3:
Script parses outline, then prompts 

GPT 4 to reorder, expand, and 
revise outline to satisfy JQR 

requirements. Final outline saved to 
disk.

• Manually extracted all 598 Job Qualification Record 
requirements for Host Analyst and Network Analyst, then 
mapped to individual training modules.

• Outline is revised using more capable LLM GPT 4 based on 
JQR requirements from manual mapping.

Step 4:
Script reads module outlines, then 
prompts GPT 4 to generate study 

guide for each module.

• Revised outline is fed to GPT 4 to develop study guide for 
each training module.

• Both training and handout are saved to disk.

Step 5:
Script reads each outline, creates a 

template slide presentation, then 
iteratively prompts GPT 3.5 to 

explain each topic from the outline. 
Explanation is appended to the 

appropriate slide presentation to 
produce finished product.

• For each training module:
• Read each topic in the outline.
• Prompt GPT4 to explain topic.
• Append output to LaTeX slide deck.
• Generate slide deck with XeLaTeX engine.

Ensemble Model Approach
• ChatGPT: Web interface and long context window makes 

this particularly well-suited to human-in-the-loop iteration.
• GPT 3.5 Turbo: Accessible via API and ChatGPT. Fast, 

accurate, and well-suited to handling explicit instructions.
• GPT 4: Accessible via API and ChatGPT. Slower than GPT 

3.5, more expensive, but well-suited to tasks that may 
require inference or reasoning.

• Google Gemini: Accessible via (free) API and web 
interface. Quality between GPT 3.5 and GPT 4.
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AI-Generated Training Material Contractor-Generated Training Material

AI won’t obviate the need for skilled course 
designers and knowledgeable instructors, 
but it can produce training material at least 

as good as what we have today.



1. This project has already had 
significant impact at the tactical 
level but could have a greater 
impact across echelons and 
across the force.
• The Army has many programs to teach specialists 

to create lesson materials in the institutional 
domain, but few opportunities for that training in 
the operational force.

2. This project automates the 
mundane work of basic 
information gathering and product 
creation. It enables focusing on 
higher order tasks.

• Evaluating the effectiveness of training programs.
• Improving the quality of training.
• Integrating emerging research from academia and 

lessons from the operational force in a far more 
rapid manner than is done today.
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All the code for this project is hosted on US Cyber Command’s GitLab 
server, R2D2, here: https://code.levelup.cce.af.mil/3mdtf/idco/training
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